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Abstract—AI and GPU technologies have been widely applied
to solve Big Data problems. The total data volume worldwide
reaches 200 zettabytes in 2022. How to efficiently index the required
content among massive data becomes serious. Recently, a promising
learned index has been proposed to address this challenge: It has
extremely high efficiency while retaining marginal space overhead.
However, we notice that previous learned indexes have mainly
focused on CPU architecture, while ignoring the advantages of
GPU. Because traditional indexes like B-Tree, LSM, and bitmap
have greatly benefited from GPU acceleration, a combination of a
learned index and GPU has great potentials to reach tremendous
speedups. In this paper, we propose a GPU-based learned index,
called G-Learned Index, to significantly improve the performance
of learned index structures. The primary challenges in develop-
ing G-Learned Index lie in the use of thousands of GPU cores
including minimization of synchronization and branch divergence,
data structure design for parallel operations, and usage of mem-
ory bandwidth including limited memory transactions and multi-
memory hierarchy. To overcome these challenges, a series of novel
technologies are developed, including efficient thread organization,
succinct data structures, and heterogeneous memory hierarchy
utilization. Compared to the state-of-the-art learned index, the
proposed G-Learned Index achieves an average of 174× speedup
(and 107× of its parallel version). Meanwhile, we attain 2× less
query time over the state-of-the-art GPU B-Tree. Our further
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exploration of range queries shows that G-Learned Index is 17×
faster than CPU multi-dimensional learned index.

Index Terms—Learned index, parallel, GPU, acceleration.

I. INTRODUCTION

THE currently increasing amounts of data pose significant
hurdles in terms of efficient data accesses. For example,

the total data volume stored worldwide reaches 200 zettabytes
in 2022 [1], and 11.45 zettabytes of data are generated every-
day [2]. Index structures such as B-Tree [3], hash tables [4],
and Bloom filters [5] are required for efficient data access.
In recent years, Kraska et al. [6] proposed a promising trans-
formative understanding of the index problem – Indexes are
models that can be trained to map keys to their locations in
a sorted order. More specifically, the position of a key can be
estimated in a sorted array if the cumulative data distribution
function f of the given dataset can be learned, and accordingly,
traditional index structures can be replaced by f . This “learned”
approach achieves significant time and space benefits compared
to traditional indexes. Further, GPUs are effective and popular
accelerators for index structures [7], [8], [9], [10], [11], [12]
and machine learning [13], [14], [15]. In particular, the contexts
of batch operations in dynamic scenario are perfectly suited
for GPU parallelism. In fact, many index structures, such as
B-Tree [7], have already been proven to be successfully accel-
erated by executing batch operations on GPUs, bringing even
more than 60× performance improvement [7]. Therefore, we
consider it essential to enable the learned index on GPUs to
further improve its performance [16], [17], [18].

Enabling efficient learned indexes on GPUs has three major
advantages. First, thousands of GPU cores offer huge potentials
for dramatically increasing the performance of learned indexes.
For example, the NVIDIA GeForce RTX 2080 Ti GPU [19]
features 4352 cores, making it highly efficient for executing
parallel jobs in specifically designed workloads [20]. Second,
comparable workloads, such as B-Tree, matrix computation,
and machine learning, have already benefited significantly from
GPU acceleration. For example, research [18] shows that GPU
LSM can obtain a 13.5× performance boost from GPU. Higher
gains in learned index performance can be expected because they
advance intelligent structure design in terms of time efficiency
and more crucially, space savings. Third, GPUs have been
widely used in database operations, and the GPU-based learned
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Fig. 1. Use case of GPU-based index in gene retrieval.

index can operate as a sub-component that expands the possi-
bilities for GPU query engines, e.g., MapD [21]. Eventually, we
can use an epoch based strategy to integrate our index into a
full-fledged database system [22], [23], [24], an approach that
has been widely used in database systems, e.g., BatchDB [25].
The basic idea is to split the queries in epochs and concurrently
process the queries in each epoch.

We show a use case of applying GPU-based learned index in
gene retrieval [26] in Fig. 1. In gene retrieval scenario, a large
amount of newly-generated patterns, e.g., gene segments [26]
and molecular structures [27], are required for matching in a
given pool. For example, the synthesized patterns that need to
be matched for a standard laboratory can reach two kilobase
pairs each time [27], requiring high throughput of data retrieval.
Because learned index, e.g., RMI and PGM-index, and GPU can
provide high throughput, similar tasks can benefit greatly from
GPU-based learned index. Other application scenarios, such as
parallel nested loop join [28], can also benefit. More details are
elaborated in Section III-B.

Although enabling learned index on GPUs is both advanta-
geous and necessary, developing an efficient GPU-based learned
index faces three major challenges.

First, the performance of GPU-based learned index is highly
dependent on the GPU’s thousands of cores being fully utilized.
This poses substantial difficulty on GPU-based learned indexes
because learned indexes entail fundamental dependency be-
tween operation phases that is not ideal for parallelism. Namely,
for a query, operations on the next level in the recursive structures
are dependent on the output of the model in the upper level of
learned index [29], which is extremely unfriendly to the SIMT
GPU working pattern [30].

Second, the multiple levels of learned index need to adapt to
the complicated GPU memory hierarchy. The size of learned
indexes varies depending on the dataset and the precision loss
ε [29]. For example, a huge dataset with a large ε can also result
in an index structure that is compact enough to fit into the shared
memory on GPU. In contrast, if a small ε is applied, the produced
structure of even a relatively small dataset has to be located on
global memory. Therefore, the configurations of learned indexes
need to be adjusted.

Third, the complicated index structures and operation algo-
rithms pose difficulties to space occupation and time complexity.
In terms of space concerns, a complete index structure can be
too large to put onto a GPU device due to space constraints.
For example, GPU cannot hold index structures with more than
millions of elements. As for execution time, query operations

rely on recursive searches for learned indexes, which is time-
consuming.

There is a large literature of learned indexes [31], but none
can address the above challenges in applying learned index on
GPUs. In detail, there are currently two mainstream learned
indexes that successfully achieve significant time and space
savings: the Recursive Model Index (RMI) [6], an innovative
hierarchical structure integrated with machine learning models,
and the Piecewise Geometric Model index (PGM-index) [29],
which uses algorithmically generated linear regression models to
approximate key positions. More recent studies have stated that
models on the bottom level of the learned index can be replaced
by B-Trees to maintain a balanced partition and improve preci-
sion [16], [32], [33]. However, these studies of learned index are
mostly concerned with the algorithm on CPU architectures.

In this paper, we propose a GPU-based learned index, called
G-Learned Index, which enables efficient learned indexes on
GPUs. G-Learned Index incorporates three innovative features
and can address the three challenges listed above. First, we cre-
ate a fine-grained synchronization-free approach for processing
batch queries with low branch divergence. Second, we develop
a novel heterogeneous model to maintain a succinct structure
on GPUs and a lock-step working pattern for various query
operations. Third, to achieve maximum bandwidth efficiency,
we adaptively separate the structures of G-Learned Index and
place them into distinct hierarchical memories on the GPU.

We evaluate G-Learned Index on four real-world datasets and
four synthetic datasets with different data types and key sizes.
Experiments show that G-Learned Index achieves an average of
3050× speedup in throughput over the state-of-the-art learned
index. Compared to the state-of-the-art B-Tree on GPU, G-
Learned Index achieves 34× performance speedup on average,
and saves orders of magnitudes of space on various workloads.
Furthermore, G-Learned Index is applicable and indexable in
multidimensional space, where it achieves an average of 152×
reduction in query time compared to R-Tree and a 97% decrease
in space. We summarize our contributions as follows.
� We develop a dynamic learned index on GPUs with an

intelligent design that is optimized for queries and updates.
� We design an efficient indexing strategy that achieves

coalesced memory access and reduced branch divergence,
both for point queries and multi-dimensional queries.

� We extensively assess G-Learned Index on eight datasets
and demonstrate its significant advantages over the state-
of-the-art methods.

II. BACKGROUND

A. Learned Index Structures

Learned indexes combine the index structures with the idea of
machine learning, and they regard indexes as trainable models.
More precisely, assume that we query the position of the key
k in the sorted array A; indexes are viewed as models with k
as the input and predict the position of k in A. To accomplish
this, the Cumulative Distribution Function (CDF) f of A must
be learned, and the position of k can be obtained by multiplying
N by f(k), where N denotes the size of A. To assist the
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Fig. 2. Recursive search process of x = 58 in a three-level PGM-index with
ε = 1.

learning process of the function, models ranging from the linear
functions to more sophisticated machine learning strategies have
been explored [6], [29], [34]. Currently, the best-known learned
index models are the Recursive Model Index (RMI) [6] and the
Piecewise Geometric Model (PGM-index) [29].

Recursive Model Index (RMI): RMI is a multi-level recursive
regression model that is organized as a hierarchical Directed
Acyclic Graph (DAG). Each node in the graph represents a
model that behaves like a CDF. When a key k is queried, we
obtain the model denoted by the node in the first level. Note that
there is only one node in the first level. We take k as input and
keep the model’s output, which is used to select the model for
the next level. By repeating these operations, we can obtain the
output of the entire RMI at the last model in the last level. The
output can be interpreted as the estimated position of k in the
array A. Finally, we perform the “last mile” search to determine
the real location of k.

Piecewise Geometric Model index (PGM-index): The PGM-
index is another learned index structure that occupies a promi-
nent place with its succinct structure for constructing algorithmic
models to learn data distributions [29]. By solving the sim-
plified Piecewise Linear Approximation (PLA) problem, the
PGM-index develops a Fitting-Tree [35], which provides a more
specific and interpretable method to learn the data distribution. In
other words, for a given deviation bound ε ≥ 1, the Fitting-Tree
generates a combination of linear models [34]. Specifically, the
optimal PLA finds a minimum number of linear model groups for
a given array A[0, b], such that each linear model is responsible
for an indexing subset A[ai, bi]. Each linear model is referred to
as a segment. Note that a segment is a tuple of three elements,
(key, slope, intercept). For an input A[x], x ∈ [ai, bi], the cor-
responding linear model returns its estimated position y, which
guarantees |y − x| ≤ ε. Satisfying the optimization principle
and Markov property, an O(n3) Dynamic Programming (DP)
algorithm is generated to solve this PLA problem, whereas it
admits a streaming algorithm in linear optimal space and time
after extensive study [36].

For a query specified byx, the PGM-index retrieves the visited
segment in the current level and uses it to estimate the position
of x of the next segments. A binary search inside the 2ε range
centered on the estimated position is then used to determine the
accurate position.

Example: An example of PGM-index query x = 58 with
ε = 1 is shown in Fig. 2. At the highest level, we have
�x · sl00 + ic00� = 1. Then, in levels[1][1− ε, 1 + ε], we look
for x inside the key range [2, 33, 102]. Following a binary

search, the segment levels[1][1] (encircled by the blue bracket)
is returned because x falls within 33 and 102. We conduct
a similar process by first calculating �x · sl11 + ic11� = 2 and
finding segment levels[2][3] in levels[2][2− ε, 2 + ε] among
keys [23, 33, 51]. Up to now, we take four procedures to reach
the segment at the lowest bottom level. In the lowest level, we
have �x · sl23 + ic23� = 12. A search process is then performed
in A[12− ε, 12 + ε] among the keys [51, 53, 58] before the
accurate position of 13 is identified.

B. General-Purpose Computing on GPU

GPUs are widely recognized as high-performance comput-
ing (HPC) accelerators and have garnered significant attention
from the research community. Numerous applications [7], [18],
[37], [38], [39], [40] involving a large number of independent
parallel tasks have demonstrated substantial performance im-
provements. A GPU contains several Streaming Multiprocessors
(SMs), and each SM contains a large number of light-weight
cores. Threads are grouped into blocks, which are then assigned
to SMs. During execution, the threads in each SM are executed
in warp granularity, which means that threads within the same
warp must be executed in a single-instruction-multiple-threads
mechanism (SIMT). Furthermore, GPU features a special mem-
ory called shared memory, referring to a small, fast memory
space that is physically located on each SM. It is designed to be
accessible by all threads within a CUDA thread block, enabling
efficient communication and data sharing among GPU threads
during parallel processing kernels. There are also more periph-
eral storage areas, including the L1 cache located independently
on each SM, the L2 cache shared across SMs, and a global
memory that is accessible to all threads but has a slower transfer
speed.

GPU applications: GPUs have been successfully used in
a variety of applications, including data science and machine
learning. For example, GPUs have been used in data manage-
ment systems [37]. Besides, traditional index data structures,
such as B-tree [7], B+-tree [8], and LSM tree [18], all can be
accelerated by GPUs. Machine learning workloads such as linear
regression models [41] and neural network models, including
fully connected networks [42], recurrent neural networks [39],
and convolutional neural networks [40], can all benefit from
GPU acceleration. Hence, we believe that learned indexes also
have significant acceleration potentials, although challenges
must be overcome.

Directly applying the previous work to GPU is challenging.
First, learned indexes involve a fundamental dependency be-
tween operation phases, making it difficult to fully leverage the
thousands of cores on a GPU. This is because a single thread is
not optimal for handling complex instructions. Second, GPU
has its own memory hierarchy, such as shared memory that
is accessible to the threads within a CUDA block. It requires
special designs to effectively utilize the various types of memory.
Third, the limited memory space on a GPU presents a hurdle
for previous learned index implementations, as the complete
index structure may be too large to fit within the device’s space
constraints.
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III. MOTIVATION

A. Developing Learned Index on GPUs

Guidelines: First, granularity should be an important fac-
tor. Second, diving into operator-level and calculation-level
design strengthens the efficacy of the GPU-based models.
Third, the feasibility and flexibility of thread assignment
working on the structure should be considered.

Idea: As discussed in Section I, it is necessary to develop
learned index on GPUs. To fully leverage GPU resources, our
basic idea is to process queries in parallel. Building machine
learning models is well suited for GPUs because matrix multi-
plications in both training and inference phases can significantly
benefit from GPU’s high parallelism. Accordingly, our first
attempt is to launch multiple GPU threads working cooperatively
for a single index in both RMI and PGM-index. However, coor-
dinating different threads under a single query is much harder
than a one-thread-one-query working pattern. Furthermore, the
overhead of transferring data between CPU and GPU could not
be neglected.

The second approach is to assign each query to a single
thread and indexing the queries concurrently. In other words, we
process indexes in queries at batch granularity. Due to massive
numbers of GPU threads, applying GPU has great potential to
achieve higher query throughput than CPU-based learned in-
dexes. Accordingly, we need to construct a structure that matches
the indexing strategy and supports efficient data transmission
between CPUs and GPUs, because data transfer is an important
factor affecting performance.

Comparison of RMI and PGM-index: We next analyze the in-
dex options. Specifically, the intent is to execute the same opera-
tions among different GPU threads according to the SIMD work-
ing pattern. In the RMI [6] inference phase, different queries
follow varying searching patterns, arriving at different nodes
with diverse machine learning models. Operations conducted on
respective threads differ from each other, which causes branch
divergence, making it hard to fully leverage the GPU resource.
Further, the large number of fine-tuned parameters in various
RMI machine learning models leads to more uncertain models.
In contrast, the PGM-index [29] has only three parameters for
a linear model, and maintains a succinct index structure. These
attributes make it more suitable for GPUs.

Identifying PGM-index as our focus: In conclusion, we de-
velop a GPU-accelerated learned index based on the PGM-index
mainly for two reasons. First, the PGM-index structure is rel-
atively simple and enables efficient data movement between
CPUs and GPUs. The cost of time and space of the index
structure is marginal. For example, the index constructed on 1e7
numbers with ε = 32 only takes the space occupancy of 43 KB,
which takes 0.01 ms of data transfer. In addition, the PGM-index
has a low search cost that scales logarithmically with ε. Second,
the PGM-index lends itself to parallelism. In particular, each step
involves the same operations between different threads. This
is an ideal characteristic for GPU parallel computing to bring

out the optimal of GPU efficacy. Moreover, the PGM-index can
guarantee a precision loss of ε.

B. Case Study

GPU-based learned index encapsulates the field of learned
index technologies, which can be used to accelerate many appli-
cations. We use parallel nested loop join as a case study to show
the motivation for in-memory relational database systems.

Task formalization: Assume we conduct join queries on two
relations R and S. R and S are binary tables [43], each of
which consists of two integer attributes, index and value.
The SQL query is “SELECT R.index = S.index FROM R,S
WHERE (R.index = S.index) AND ((R.value < S.value)
OR (R.value=S.value) OR (R.value > S.value))”.R is the
outer table and S is the inner table. We can build a GPU-based
learned index on the inner relation S, and issue a read-only
query for each record in R in parallel. In this parallel indexed
nested loop join, we can obtain significant performance speedups
by processing concurrent read-only queries with the help of
GPU-based learned index.

Parameters: Various parameters that can influence the perfor-
mance of parallel indexed nested loop joins need to be consid-
ered. For example, we denote the percentage of outer records
whose corresponding matches can be found in the inner table as
match rate. The GPU-based learned index can work well for
situations where a record in an external table does not match
an internal record. Besides, we consider index rep, the average
repetitions of matches for each outer record. For example, an
index rep of 10 indicates that there is an average of 10 matched
records in the inner table for each index value.

Integration to databases: GPU-based learned index can be
integrated into end-to-end databases such as GPU-accelerated
VoltDB [28]. All that needs to do is to replace the index in VoltDB
with the GPU-based learned index and process queries in epochs.
For table join setting such as the SQL query mentioned in the
task formalization, indexing occupies the majority of processing
time, and the GPU-based learned index can greatly improve the
system performance. More detailed experiments are elaborated
in Section VI.

Applying GPU-based learned index to other scenarios:
Many applications can benefit from GPU-based learned index
with batch indexing. First, pattern matching in information
pools [44], such as gene retrieval as elaborated in Section I,
can be greatly accelerated. Second, for high concurrency work-
loads [45], e.g., Black Friday [46], GPU-based learned index
can be used to handle such batching queries. Third, for machine
learning feature stores [47], analysts need to retrieve training and
testing records from diverse datasets among different tasks [48].
We can use GPU-based learned index to select training and
testing records concurrently.

Potential analysis: We analyze the proportion of indexing in
three applications of nested loop join, pattern matching, and
feature store to explore the potential performance benefits of
GPU-based learned index, as shown in Fig. 3. For nested loop
join, we use two synthetic datasets. For the pattern matching task,
we use a real-world dataset. For feature map task, we use the
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Fig. 3. Running time breakdown of different workloads.

taxi rides made in New York City [49]. The details are covered
in Section VI-B. On average, indexing accounts for more than
80% of the time, which means that indexing has become the
bottleneck of these applications and the GPU-based learned
index can potentially bring significant performance boost.

IV. OVERVIEW OF G-LEARNED INDEX

We propose a GPU-based learned index, called G-Learned
Index, which can enable efficient learned index on GPUs. Fig. 4
depicts an overview of G-Learned Index, which consists of four
major components: 1) architecture construction, 2) hierarchical
memory arrangement, 3) query execution, and 4) multidimen-
sional index. These components combine to generate G-Learned
Index.

The first component is architecture construction. The archi-
tecture comprises two phases. The first phase is heterogeneous
structure preparation. Specifically, we place all the segments on
the GPU and array A containing the original data on the CPU.
The motivation for this placement is that A can be too large to
fit into the GPU memory. For the smaller size of A, we do the
same placement for optimal performance, which is explored in
Section V-A. The second phase is parametric auto-fitting, and it
is an adaptive tune-up method for refining the model parameters,
namely the precision loss ε.

The second component is hierarchical memory arrange-
ment, which fits our heterogeneous model to the memory hi-
erarchy of the GPU. In detail, we separate the storage into a
hierarchy based on response time. Storing segments on GPU’s
shared memory results in faster data transfer because of higher
bandwidth. If the size of the segments is too large, those seg-
ments exceeding the shared memory limits should be separately
stored in GPU’s global memory.

The third component of G-Learned Index is concurrent batch
query execution. This is the component responsible for index-
ing our G-Learned Index. The query execution for concurrent
batch processing should have features of advantageous mu-
tability, accessibility, and flexibility. Specifically, we employ
an additional lookahead strategy selection to determine the
indexing strategy. We discuss our observations and insights in
Section V-B.

The fourth component is the multidimensional index. We ex-
pand our G-Learned Index application to spatial circumstances

in order to index two-dimensional objects and perform range
queries. Following a dimension reduction, each two-dimensional
object is assigned to a one-dimensional address. This enables
numerical comparison of two objects, thus making data sorting,
and ultimately, data distribution learning possible. After that, a
border query and a region check are performed in turn to obtain
the final indexing results.

Novelties: There are three major novelties in G-Learned In-
dex. First, it parallelizes the updatable PGM learned index using
thousands of GPU cores, considerably improving the speed
of learned indexes to an unprecedentedly high throughput for
batch queries. Second, our carefully constructed heterogeneous
structure caters to varied features of CPUs and GPUs, taking into
account both learned index structure characteristics and device
architecture properties. Third, we develop a multidimensional
learned index on GPUs that can tackle spatial queries in parallel.

We next show the detailed design of G-Learned Index.

V. DETAILED DESIGN

In this section, we first describe how the proposed heteroge-
neous architecture is built and indexed in Sections V-A and V-B.
Then, we specify the data structures we employ in Section V-C,
accompanied by the discussion of insertions and deletions in
Section V-D and multidimensional index in Section V-E.

A. Architecture Construction

Heterogeneous structure preparation: In this module, we split
the index into two parts and distribute them to CPU and GPU,
respectively. We start by conducting the part-division job. The
first part is levels of segments generated by the PLA-model [29],
[34], and the second part is a dynamically allocated container
array A. This split design takes advantage of the following in-
sight. Although a PGM-index is able to index enormous datasets,
G-Learned Index is constrained by the limited capacity available
on GPUs. Fortunately, we observe that even when a large amount
of space is required for array A, the last level of segments never
takes up much space since the number of segments in that level
is empirically small (a theoretical bound is n/(2ε)). Thus the
GPU memory is sufficient for storing those segments. Based
on the above analysis, we divide G-Learned Index into two
parts — the array A storing keys in the original dataset, and
segments produced by the PGM index — and place A on CPU
and segments on GPU. For smaller size of A, we take this same
placement because it can achieve better performance. The reason
is that the binary search range is larger on A than on any other
segment levels, and binary search among large ranges is not
efficient on the GPU.

Parametric auto-fitting: We focus on optimizing the index
in this parametric auto-fitting module, which mainly depends
on the choice of ε to control the number of segments in our
index. The number of segments has a significant impact on space
occupancy and query performance. Meanwhile, a varying ε itself
can influence the search time when pinpointing the accurate
position in the range of length 2ε. Therefore, the complexity of
time and space is complicated in relation to ε. In our design, we
first conduct a theoretical analysis and then choose an optimal
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Fig. 4. Overview of G-Learned Index.

ε. The theoretical analysis follows two steps. First, we look into
the procedures it takes for indexing a key k in the model and
how the choice of ε can affect those procedures. In the second
step, we provide a detailed analysis to support the division of
the procedures theoretically.

In the first step, we divide the procedures of a searching
process for k into two types. One (type1 procedures in Fig. 4)
consists of two procedures: 1) a mapping from the corresponding
segment in the last level to a predicted position inAwith an error
of ε on the GPU, and 2) a CPU procedure of pinpointing the final
position of k. The other (type2 procedures in Fig. 4) contains
procedures beginning at the root segment (which completes a
level) and ending with one of the segments at the last level.
These procedures are all conducted on the GPU. To sum up,
a G-Learned Index structure is made up of these two types of
procedures, as well as the two parts discussed in heterogeneous
structure preparation.

In the second step, we investigate the effect of varying ε on
type1 and type2 procedures. In the case of type1 procedures, we
first consider the factors of space occupancy. A large ε can reduce
the number of segments at the bottom level, saving load costs.
Furthermore, fewer segments can be stored in the limited GPU
shared memory, resulting in more efficient data accesses and
thus better time performance. In the case of type2 procedures,
we focus on the factors of time efficacy. A small ε is preferred
because a smaller ε leads to a smaller positioning range, resulting
in fewer operation discrepancies and less waiting time. This
eventually leads to minimal branch divergence, which makes
the best of GPU efficiency. Based on the previous discussions,
we find that the two procedures have opposing preferences for
ε. Therefore, we design adaptive auto-fitting for two separate εs
corresponding to the two types of procedures. We define ε1 as
the ε used for generating the last level of segments from array A,
and define ε2 as the ε for internally building segments recursively
from the bottom level up to the root segment. Theoretically, we
prefer a large ε1 and a small ε2 (in fact, ε2 = 4 yields a competent
result). Further tuning and investigation of ε1 are explored in
Section VI.

Parallel PLA generation: We use the PLA model [29] to
generate the segments that cover the array A. Now, we explore
the possibilities for building the segments in parallel.

We apply an O(n) greedy algorithm in PLA for construct-
ing the ε-approximate segments for A, where ε is given as a
parameter. First, we create a Cartesian plane containing points
(ki, rank(ki)) for all ki in array A. Second, starting from the
leftmost point to the rest of points on the right in order, a convex
hull is maintained for a set of points until the height of a rectangle
enclosing the convex hull exceeds 2ε. Then, we obtain a segment
with corresponding slope, intercept, and key (key denotes the
value of the leftmost point, which is k1 here) for the points in
the set. This process is repeated until all segments are created.
We hereby describe our observation by first giving the following
definition.

Definition 1: Let P be the point set {(ki, rank(ki))} sorted
according to their x-coordinates. A segment generation problem
(SGP) takes the sorted points in P and an initial status (st, le) as
inputs. The le clarifies the covering range of the current segment.
Namely, it starts at the leth point, and st denotes the next point to
process. Accordingly, the SGP (A, st, le) outputs the minimum
number of segments needed in PLA-model for covering the
points starting from the stth with a current segment status le.

Obviously, constructing the PLA-model on A can be viewed
as solving the SGP(P, 1, 1), where P = {(ki, rank(ki))} for all
ki inA, and a segment starts from and covers only the first point.

Lemma 1: Satisfying the optimization principle and Markov
property, we design an O(n3) dynamic programming (DP)
strategy by defining dpi,j as follows. Given a SGP(P, 1, 1),
a minimum of dpi,j segments is needed to cover the first i
points, with the current segment starting from the point whose
rank = j. All dp∗,∗ are initialized to ∞ except dpst,le = 1. We
also maintain a fi = min{dpi,∗} for each i. The algorithm runs
by following dpi,j = dpi−1,j if the segment starting from the
point j can be extended to i. Otherwise, dpi,j = min{fk + 1}
with k < i. In this case, the (k + 1)th point to the ith point must
satisfy the condition to form a segment, because we are forming
a new segment. Note that fn represents the final result.
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Both the greedy algorithm and the above DP strategy [34],
[36] achieve the same optimal number of segments. We consider
the problem from the DP strategy.

We focus on the matrix C1 where ci,j = dpi,j for
SGP1(P, st, le). We consider the corresponding matrix for
SGP2(P, st, le2) with le2 > le. First, we obtain a copy of C1

for C2. Then, we set dpst,le2 to 1 and update C2. Now, the dp
matrix C2 for SGP2 is going to, in a sense, obtain results no
worse than C1. The copy operation is reasonable because the
same state transition routes hold for two matrices. At this time,
a looser initial status of dpst,le2 = 1 is possibly able to bring
a better result in fn. This finding assists to bring the following
theorem.

Theorem 1: Let P be divided into ω + 1 sections, each
running PLA-model in parallel before the results are merged
together to complete the segment generation (ω ≥ 1). This adds
at most ω segments on top of the segments needed when we
perform the PLA-model on the whole P .

Proof: Consider situations whereω = 1 and it is easy to apply
the same procedure to prove forω > 1. If the split happens where
it should be, no extra segments are encountered. In the other
case, when performing PLA-model, suppose we are now at the
(cur − 1)th point with a current segment starting from the loth
point. However, we are unable to extend the segment to the curth
point due to a split occurring between the (cur − 1)th and curth
points. The post-split situation fits into an SGP1, where st =
cur and le = cur. Instead, we regard the original construction
process, in the absence of a split, as an SGP2(cur, lo). We obtain
an additional ω = 1 segment by deliberately disconnecting the
current segment in the parallel PLA-model, regarding it as an
extra one compared to the original PLA-model. In this way, we
are turning an SGP2 into SGP1. Since SGP1 achieves results no
worse than SGP2, we prove the theorem that at most an extra of
ω = 1 segment is created by the parallel PLA-model. �

Experimental results have shown that parallel computing
significantly reduces the construction time of the PLA model,
reducing it from a few seconds to less than one second. How-
ever, we cannot allocate a large number of threads to PLA
model execution. For example, if the PLA model generates 50
“segments” from a dataset of one million keys, using 10,000
threads for construction can result in an additional ten thousand
“segments”, consequently leading to a significant degradation
in query performance.

B. Query Execution

In this part, we solve the index problem in a batch search
context. We use batch granularity because we focus on bulk
queries, which can benefit from thousands of GPU cores to
index, resulting in massive acceleration.

General design: The parallel query operations work as fol-
lows. First, following the heterogeneous design, segment levels
are built based on array A and loaded to the GPU device.
Second, the queries are initially transferred from the CPU to the
GPU. During indexing, each GPU thread independently retrieves
individual queries according to the query ID and performs the
required task in parallel. Third, a predicted position is returned

Fig. 5. Lookahead strategy selection module. A query sample is selected and
follows completeQuery and conciseQuery.

from GPU for each query and the final position is pinpointed on
the CPU.

Detailed design: Query operations for a single task are per-
formed recursively in GPU from the root segment to the bottom
level in G-Learned Index. At each level, a thread uses a referring
segment passed down from the upper level to estimate the
segment in the next level. Then, a search in a range size of 2ε2 is
performed to find the right-most segment whose key remains no
larger than k. Given that the result position in the range of each
thread can differ from one another, causing branch divergence,
this operation leads to long time latency. A larger ε2 means more
branches. Considering the large number of queries executing
in parallel, we select an ε2 that is small enough (ε2 = 4) to
compensate the overhead caused by divergent data accesses.

To further improve performance, we design a lookahead
strategy selection as shown in Fig. 5. We find that for specific
cases, such as segments with only three levels, removing the
upper levels and conducting direct traversal check search on
the bottom level can produce better query time results. This is
because we need fewer memory transactions. For this reason,
we build the index and use an auto-tuning lookahead strategy
selection process. The process of selection is as follows. First,
we select a sample query at random for the test query. Second,
we track the time spent on completeQuery, namely indexing
this sample query on all levels of segments. Third, we time the
conciseQuery, i.e., conducting direct comparisons on each key in
the last level to find the right-most one smaller than or equivalent
to k. Finally, we compare the time spent in the second and third
steps and select a more efficient strategy.

Example: In Fig. 2, we set ε1 and ε2 to 1. The upper three
levels of segments are generated and placed on the GPU, and
the array A stays on CPU. Before processing batch queries, we
initially pick up the first batch as a sample query set. Assume
the batch size is 212. Then, we launch 212 threads for the
sample query set where each thread solves one query. We next
launch completeQuery and conciseQuery in turn as shown in
Fig. 5. Suppose there is a thread assigned to index x = 58.
For completeQuery, the thread follows the four procedures as
discussed in the example of the PGM-index in Section II-A, and
determines the accurate position in the last level of segments
denoted by 51. For conciseQuery, the only procedure is that the
thread directly conducts comparison against keys on the last level
of segments and finds that segment. Then, using the segment
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Algorithm 1: Query Execution.
1: function completeQuery(A,n, ε1, ε2, levels, k)
2: pos = fr(k), where r = levels[0][0]
3: for i = 1 to SIZE(levels) − 1 do
4: lo = max{pos− ε2, 0}
5: hi = min{pos+ ε2,SIZE(levels[i])− 1}
6: s = the rightmost segment s′ in levels[i][lo, hi]

such that s′.key ≤ k
7: t = the segment right to s
8: pos = �min{fs(k), ft(t.key)}�
9: lo = max{pos− ε1, 0}

10: hi = min{pos+ ε1, n− 1}
11: return search for k in A[lo, hi]� Processed on CPU
12:
13: function conciseQuery(A,n, ε1, ε2, levels, k)
14: r = SIZE(levels)− 1
15: s = the rightmost segment s′ in levels[r] such that

s′.key ≤ k
16: lo = max{pos− ε1, 0}
17: hi = min{pos+ ε1, n− 1}
18: return search for k in A[lo, hi]� Processed on CPU
19:
20: function Query(A,n, ε1, ε2, levels, k)
21: load levels to GPUs
22: p = arg maxp∈P p(k), where

P = {completeQuery, conciseQuery}
23: return p(k) �Each thread assigned for a query task

denoted by 51, the thread returns 12 to CPU as the estimated
position ofx inA. The processing times of t1 and t2 are recorded
for completeQuery and conciseQuery, respectively. In this case
t1 is larger than t2, so G-Learned Index chooses conciseQuery
as the query strategy. G-Learned Index then executes batch
queries using conciseQuery. GPU processes queries in a batch
and returns the estimated positions to CPU. Collecting all the
212 estimated positions, the CPU processor then conducts binary
searches. For the query x = 58 for instance, CPU searches
among A[12− ε, 12 + ε] to determine the final position of x
in A.

Algorithm: We show the pseudocode of the query execution
of G-Learned Index in Algorithm 1, which has four major
inputs: 1) pre-trained parameters of ε1 and ε2 in the construction
phase, which can achieve high query performance, 2) levels
produced by PGM-index, 3) array A containing n keys, and
4) bulk query k. The workflow is as follows. First, levels are
transferred to GPUs (Line 21),. Second, we then conduct the
lookahead strategy selection in Line 22, and then apply k to that
choice. Third, we do queries on GPU where type1 procedures
are performed (Lines 2-10 and Lines 14-17). Finally, type2
procedures are executed on CPUs (Lines 11 and 18).

Theoretical analysis: Given an array consisting an ordered se-
quence of ki(i = 0, . . ., n− 1), the PLA-model in PGM-index
is capable of determining a minimum number mopt of segments
for the original array (denoted asA), wheremopt ≤ n/(2ε1). For

convenience, we use m instead of mopt, and draw the following
theorem.

Theorem 2: G-Learned Index with parameters ε1 and ε2
indexes the array A in Θ(n+m) space and answers queries
in amortized O((log ε1)/ω1 + log ε2(logc m)/ω2) time and
Θ(ε1/B +m/(ω2B)) I/Os with O(ε2 logc m) memory trans-
actions on GPUs. In the context of the above claim, c ≥ 2ε2 is
the fan-out achieved between the neighboring levels, ω1 and ω2

denote the granularity on CPU and GPU, respectively, and B is
the block size in the external-memory model.

Proof: A factor of c, which is more than 2ε2, represents the re-
duction in the number of segments of the lower level of segments
over the upper. Consequently, a total number L = O(logcm)

of levels are determined within
∑L

l=0 m/cl = Θ(m) space re-
quired in GPUs. For a query task, amortized execution time is
bounded by L binary searches with L− 1 on GPU and 1 search
on CPU. Specifically, L− 1 binary searches are conducted on
GPU over the L− 1 intervals with the size of at most 2ε2 + 1.
One search is performed on CPU over the range whose size
is at most 2ε1 + 1. As for the I/O costs, besides one binary
search on CPU required for each query, I/O complexity also
involves the extra expenses for loading segments from CPU and
the transmission of results of batch queries back from GPU. In
case of memory transactions on GPU, each thread is responsi-
ble for retrieving data that binary searches need in the device
memory. �

As a result, each query traverses an equivalent number of
levels, ensuring that the upper bound of latency for different
queries remains consistent.

C. Data Structures

The data structures of G-Learned Index include a hierarchical
self-maintained memory, positioning data structure, and prefix
trees for indexing strings.

Hierarchical memory arrangement: When performing query
operations, we assign one query task to a thread, and each
thread accesses the segments in G-Learned Index. Therefore,
data retrieval efficiency influences query performance on GPU,
ultimately affecting total time cost. Fortunately, we can make full
use of the GPU memory hierarchy to build our index structure.
Constant memory located on GPUs can be accessed by all
threads on the device and has a limited space of 4 KB, whereas
shared memory is a programmable cache on individual SMs and
has a size of 64 KB of our platform. Our memory is managed
by first loading segment levels to GPU global memory. We then
let each block in an SM occupies a copy of the structure in the
shared memory if the structure does not exceed the capacity of
the shared memory. This takes advantage of shared memory’s
faster access speed compared to global memory by retrieving
data directly from the shared memory for each thread. Another
suboptimal choice is to use constant memory for storage pool,
which can provide moderate data access speedup. The reason is
that constant memory resides on the same chip as global memory,
and thus fails to produce the outstanding performance of shared
memory.
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Data structure of positioning within the ε range: A search
operation within an interval for each segment level on GPU
whose size is at most 2ε (2ε2 specifically) is the key step
for query execution on a single thread. This is achieved by a
binary search in our design. The binary search outperforms a
traversal search because it reduces the number of comparisons
from 2ε at worst to a fixed log(2ε). A fixed operation pattern
means the avoidance of branch divergence between threads.
Although with probability p = log(2ε)/(2ε), a traversal search
behaves better than binary search (approximated to 1/2 when
ε is small), this value is diminished by a SIMD pattern of
w threads working on a batch. Specifically, the probability is
reduced to pw = (log(2ε)/(2ε))w because the processing of a
batch finishes only when the last thread in that batch completes
its job. For example, assume the concurrent queries be grouped
inm = 105 SIMD batches. Following Chernoff bound, then, the
probability that 100 out of 105 SIMD batches can obtain better
performance on traversal search is smaller than 2e−m/(3∗106pw),
i.e., 2e−1000 with w = 16, ε = 4, and m = 105.

Indexing strings: Indexing string is commonly used by many
databases [6], [29]. However, the existing PGM-index and many
GPU-based indexes focus on only indexing numerical values [7],
[18], [29]. Extending the model for strings introduces plenty
of difficulties. The primary concern is how to convert strings
to features of our model, a process known as tokenization.
Fortunately, studies [6], [50] on modeling strings have been able
to facilitate our practice. Overall, we adopt the advantage of a
prefix tree formulated on the dataset dictionary. In an efficient
and expressive solution, we represent a string as a feature key
u.key ∈ R, where u ∈ T and T is the prefix tree generated
on the given string dataset. We then follow the same efficient
heterogeneous modeling as we perform for numerical values.
The difference is that the input is the feature key representation
of a string.

D. Updates in G-Learned Index

In this section, we consider random updates, including inser-
tions and deletions, in G-Learned Index. For insert, for example,
it is more difficult to develop compared to traditional indexes.
Specifically, we adopt the logarithmic method for inserts at
arbitrary positions in the original array [29]. That is to say, we
maintain log(n) containers S0, S1, . . ., Sk(k = log(n)) at any
time having volumes of 20, 21, . . ., 2k elements, respectively. In
each container, we build a G-Learned Index. When an element
is inserted, we first attempt to add it to S0. If the added element
makes the total number of elements exceed the volume of the
container, neighbor containers are merged in a cascade way.
For example, assume Si is the first empty container. After
inserting the key x, we build a new G-Learned Index over the
merged container Si = S0 ∪ . . . ∪ Si−1 ∪ {x}. Overall, we pay
O(log n) amortized time per insertion. To delete a key, we add
a tombstone value associated with the key x.

When indexing batch queries, we allocate log(n) threads for
one query and let the threads work simultaneously. There are
two levels of parallelism. To index the key x, a group of log(n)
threads work in parallel, with thread i indexingx inSi, where i =

Fig. 6. Example of range query of G-Learned Index.

0, . . ., log(n). At the same time, different thread groups work in
parallel to index different keys.

E. Multidimensional Index

In this part, we discuss our PGM-index extension, which
enables it to index spatial objects and process range queries
on GPUs. Overall, we expect to learn the distribution of objects
scattered in two-dimensional space, which is one of the key
elements in a learned index. For one-dimensional situations,
reals are ordered intrinsically, so we can learn the CDF function
of the keys, whereas this case is not applicable to a spatial
context. This makes learning data in a spatial context difficult.
One way is to apply a conversion for a set of keys mapped from
two-dimensional space to one-dimensional space. Since real
numbers are fundamentally ordered, this dimension reduction
can be obtained by algorithmically assigning orders to points in
high-dimensional spaces. In our case, we use a Z-order strat-
egy to convert two-dimensional points to one-dimensional Z-
addresses [51] to facilitate data regularity learning. The follow-
ing property of Z-order is very useful. Given a search range in the
Cartesian plane, which is a rectangle framed by the bottom-left
and top-right corner points, Z-order maintains a monotonicity
that all the objects lying in the rectangle are guaranteed to be
located within a one-dimensional Z-address range. This range is
enclosed by the Z-addresses derived from the two spatial corner
points.

General design: G-Learned Index range query works as fol-
lows. First, all objects in the spatial map are stored in order in
a new array after dimension reduction. Second, we build our
heterogeneous model based on the new sorted array. Third, a
search range is enclosed by the two bottom-left and top-right
corner points of a rectangle. After this, the traversal range is
encircled by the corner points that have been transformed to
Z-address representations and indexed by GPU query execution.
Finally, we traverse the objects in that range to extract those
objects that are also contained in the originally given rectangle.
The monotonicity of Z-order ensures that the targeted objects in
the spatial map together form a subset of the one-dimensional
traversal range.
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Algorithm 2: Range Query for Multidimensional Index.
1: function rangeQuery(Map, n, ε1, ε2, p1, p2)
2: A = an empty dynamic array
3: for i = 0 to SIZE(Map) - 1 do
4: A[i] = Z-address(Map[i])
5: conduct in-place sort of A according to key value
6: levels = BUILD-PGM-INDEX(A,n, ε)
7: st = Query(A,n, ε1, ε2, levels, p1)
8: ed = Query(A,n, ε1, ε2, levels, p2)
9: result = an empty dynamic array; count = 0

10: for i = st to ed do
11: if checkRegion(p1, p2, A[i]) then
12: result[count] = A[i]; count = count+ 1
13: return result

Example: We show an example of range query in Fig. 6. In the
dataset {(0, 0), (1, 2), (2, 1), (3, 6), (6, 6)}, we perform range
query to index objects within the range (1, 2) and (3, 6). We
first project each point to its Z-address representation, which
is indicated in every grid for each individual point, so that a
Z-address {0, 6, 9, 30, 60} of respective points in the dataset
can be occupied and stored in array A. We then build our
G-Learned Index based on A, and with ε = 0, we develop a
function mapping the original keys to their positions in A as
f . We search for the keys in the range (1, 2) and (3, 6) by first
obtaining their Z-addresses, which are 6 and 30, respectively, and
then determining the starting position (f(6) = 1) and ending
position (f(30) = 3) of the traversal range in A. Finally, we
traverse the keys in that range in A to extract all points with
two-dimensional positions satisfying the range query of (1, 2)
and (3, 6). This is equivalent to {6, 30} in Z-address represen-
tation and {(1, 2), (3, 6)} in the spacial map.

Detailed algorithm: The pseudocode is shown in Algorithm 2.
Initial input data of spacial objects are stored in Map and a
range query is indicated by p1 and p2 as two corners. First,
representation transformation is applied in Line 4, resulting in
a new array A for sorting the data and learning the distribution,
respectively (see Lines 5 and 6). We then turn to the parallel
query execution of G-Learned Index to index the positions of
p1and p2 in A by Lines 7 and 8. Next, we extract all the answer
objects by traversing the objects between A[st] and A[ed] and
checking whether they are situated in the original rectangle in
Map. Note that it is possible for objects to reside in the range
between A[st] and A[ed] but not to appear in the rectangle.

Theoretical analysis: We next deploy analysis in point query
and prove bounds on the time and space complexities of multi-
dimensional index.

Theorem 3: AssumeA is an ordered array ofn keys converted
from objects in two-dimensional space, where each dimension
is drawn from universe U and ε > 1 is a fixed parameter. In the
transformation stage, Θ(n) time and Θ(n/B) I/Os are required
where B is the block size transferred between memory levels
in external-memory model. The stage concerning PGM-index
construction consumes Θ(m) in space and O(n) in time, where
m denotes the minimum number of ε-approximate segments.

The multidimensional index with parameter ε indexes a range
between p1 and p2 in the array A in an extra O(K) time in
addition to point query, where K is the number of objects
satisfying the query range, with a minimum of extra Θ(K/B)
I/Os required.

Proof: Space reduction can be efficiently conducted because
of continuous access pattern. The query time O(n) is reported
because a factor of “2 log w” for Z-address transformation is
dismissed as a constant factor, where w refers to the range of
the key universe U . We observe a continuous access pattern of
traversal check in the range between A[st] and A[ed], so that the
index time complexity and I/O costs are bounded assuming st
and ed are evenly distributed in the range of [0, n− 1]. �

F. Implementation

We integrate G-Learned Index and PGM-index [29] imple-
mentations together, to help users use the learned index in a
variety of heterogeneous application scenarios. The G-Learned
Index consists of two major parts. 1) a CPU-located part handling
data input and work assignments on the CPU, and 2) a GPU-
situated working kernel mainly responsible for acceleration. G-
Learned Index is written in C++ and CUDA, while OpenMP has
also been used to facilitate our development. First, the queries
are transferred from the CPU side to the GPU side according to
the batch size through the CUDA memory copy API. Second,
after each thread retrieves the query it is responsible for, the
kernel initiates query execution to complete indexing on the
GPU side and subsequently transfers the results back to the CPU.
Third, the CPU processes the results with minimal overhead and
presents the final index to the user. With a user-friendly interface,
it is easily applicable to databases in both one-dimensional and
spatial contexts.

VI. EVALUATION

A. Experimental Setup

Methodology: We compare G-Learned Index to four methods.
The first method is “ALEX” [33], the most recent updatable
Recursive Model Index (RMI). The second method is the PGM-
index [29], which is the state-of-the-art learned index denoted as
“PGM”. However, we find that the original PGM is a sequential
version that uses only one thread on CPU. For fair comparison,
we use OpenMP to develop a parallel PGM-index version that
can take advantage of CPU’s parallelism. Accordingly, the third
method is a parallel version of the PGM-index, denoted as “PGM
(parallel)”. The fourth method is the state-of-the-art GPU-based
B-Tree [7], denoted as “GpuBTree”. Our GPU-based learned
index is denoted as “G-Learned Index”. We synchronize the
issued CUDA API calls before stopping the timer.

Datasets: We refer to SOSD [52] for evaluation datasets.
SOSD is a recent proposal on benchmarking learned index,
which encompasses a wide range of datasets. In detail, we
use eight datasets. Four datasets come from the real world,
including Books that contains popularity data of 200 M book
sales on Amazon [53], Facebook that represents 200 M sampled
IDs of users drawn from the Facebook dataset [52], Street that

Authorized licensed use limited to: N.C. State University Libraries - Acquisitions & Discovery  S. Downloaded on June 02,2024 at 01:07:20 UTC from IEEE Xplore.  Restrictions apply. 



960 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 35, NO. 6, JUNE 2024

Fig. 7. Throughput of different methods.

consists of 800 M location information out of OpenStreetMap
presented in Google S2 CellIds [54], and a string dataset Dict
that consists of 341 K English words from a dictionary [15].
Four synthetic datasets of 0.1 M, 1 M, 10 M, and 100 M
are generated randomly, denoted as “1e5”, “1e6”, “1e7”, and
“1e8”, respectively. “1e5” is generated according to the uniform
distribution in the interval [0, u), “1e6” to the normal distribution
with mean μ and standard deviation σ, “1e7” to the exponential
distribution with parameter λ, and “1e8” is randomly generated.
We set u = 232, μ = 216, σ = 210, and λ = 2−5. The randomly
generated datasets involve a high level of uncertainty and reveal
a wide range of difficult-to-identify data patterns. As a result, we
believe that these datasets present challenges for learned indexes
in grasping data schemes.

Platform: Our experiments are conducted on a platform
equipped with an Intel i9-9900 k CPU and an NVIDIA
GEFORCE RTX 2080 TI GPU. The CPU has 8 cores, each
of which can support 2 threads. The GPU has 4,352 cores of
Turing architecture with a computing capability of 7.5. The GPU
can achieve a maximum memory bandwidth of 616 GB/s, 0.4
tera floating-point operations per second (TFLOPS) on double-
precision, and 13 TFLOPS on single-precision.

B. Performance

We compare the performance of various methods in terms of
both throughput and latency. We include the PCIe data transfer
time between CPU and GPU for G-Learned Index. For each
dataset, we execute a different set of 222 key lookup queries.
Each query is assigned with a random key. A batch size of
4096 KB is used and ε is set to 128.

Throughput: We show the throughput of different methods in
Fig. 7, and have the following observations.

First, G-Learned Index achieves the highest throughput
among all methods. It can achieve an average of 1.2× 109

queries per second, which is 174× the performance of PGM-
index, and 107× the performance of its parallel version. Com-
pared to the state-of-the-art GPU-based B-Tree, G-Learned In-
dex still achieves an average speedup of 1.9×. We only have
the results of the four small datasets for GPU-based B-Tree, as
the other datasets resulted in errors due to illegal memory ac-
cesses. The learned index has a more compact learned structure
and more succinct representation (PGM-index can achieve 4×
speedups over the B-Tree with 1140× less space occupancy)

Fig. 8. Latency of different methods.

compared to the traditional B Tree. Therefore, G-Learned Index
can outperform GPU B-Tree with careful heterogeneous archi-
tecture optimization.

Second, we find that parallel technology proves highly ef-
fective in accelerating the learned index. The CPU platform
can accommodate up to eight cores, and the parallel version of
the PGM-index demonstrates an average 52% higher through-
put compared to the sequential version. GPUs provide much
more lightweight cores. With proper optimizations, including
coalesced access, minimization of branch divergence, and ef-
fective use of memory hierarchy, as discussed in Section V,
G-Learned Index can provide a further significant performance
improvement.

Third, we can see from Fig. 7 that the G-Learned Index
throughputs are comparable on different datasets. When G-
Learned Index processes a greater number of elements, its per-
formance stays stable (statistically from 0.4% to 9.6% reduction
at most). The reason is that a segment can carry large volumes of
information. This suggests promising scalability of G-Learned
Index. However, we observe that the parallel PGM-index and
GPU-based B-Tree suffer significant time efficacy loss when the
number of elements to maintain is increased (from 1e5 to 1e7).
The parallel PGM-index and GPU-based B-Tree, in particular,
see a reduction in throughput from 1e5 to 1e7 by 19% to 30%,
and 14% to 43%, respectively. This is because the functions
of the C++ STL library used in PGM-index are sensitive to
the original dataset size. Instead, for G-Learned Index, GPU
kernel operations are processed on segments, and ensure that
the growing size of datasets can lead to a sub-linear rise in the
number of segments, kernel operation time.1 As for GPU-based
B-Tree, throughput is hinged on the height of the B-Tree, mainly
influenced by the expanding size of the index structure linear in
the number of input keys.

Latency: We show the latency results of different methods
in Fig. 8. We define latency as the end-to-end time for a query
to complete from the beginning to the end. For methods using
parallel batching, a query ends when all queries in the same batch
finish. The batch size is 210. We have the following observations.

First, G-Learned Index exhibits an average latency of less than
0.04 ms. Although G-Learned Index targets high-throughput
scenarios, its latency is close to that of ALEX and PGM among

1A proven loose bound is log(N × 1/(2ε)), but empirically quantified inves-
tigation shows much better results. Our case here is a compelling justification.
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most workloads. For dict dataset, G-Learned Index can provide
even shorter latency. This suggests that the batch query strategy
does not significantly affect the latency, even at batch granularity.

Second, we can see that the GPU parallelism can provide
much lower latency than the CPU parallel version. One reason
is that the GPU is equipped with GDDR6 memory, which has
much higher bandwidth and lower latency. Another reason is that
workloads are scheduled more evenly on different GPU SMs.

Third, G-Learned Index latencies are similar across datasets.
In fact, its reassuring latency on datasets of various sizes is
mainly due to the predictable and balanced performance of var-
ious queries on GPU kernels. The minimum branch divergence
is achieved by G-Learned Index. Consequently, only a minimal
amount of additional time is needed to wait for the last thread
in a warp to finish its job.

Currently, the CPU and the GPU are connected via PCIe.
When advanced connection is enabled, we can achieve higher
performance gains. The data transmission and computation can
also be pipelined. It is worth noting that the CPU running time
accounts for less than 10% of the total latency and is not sensitive
to the different choices of ε in experiments. Therefore, we choose
ε mainly based on GPU. For a different generation of GPU,
e.g., NVIDIA GEFORCE 3090, 128 is chosen based on the 1e7
dataset in experiments.

Applying G-Learned Index to other scenarios: As discussed
in Section III-B, G-Learned Index can be applied to many
applications. For the use case of parallel nested loop join [28],
assume we have two tables: the outer table R and the inner
table S. We add one million records to table R; match rate
is set to 100% and index rep is five. The index is built on S.
We then conduct experiments on both the CPU learned index
and G-Learned Index. With the help of G-Learned Index, the
parallel nested loop join with G-Learned Index achieves 101.2×
performance speedup over its original version, and also achieves
21.8× speedup compared to the CPU-learned-index version.
For the use case of pattern matching on dataset Street, we
have an 16.6× faster end-to-end total execution. For the use
case of feature store task on one million taxi rides in New
York City [49], suppose we need to select 70% of the records
as training set randomly; with concurrent batch indexing, the
end-to-end processing time speedup is 11.3×.

C. Space Savings

In this part, we investigate the space savings of G-Learned
Index by tracking the footprint of our implementation, which to
a large extent depends on the amount of space required to store
the bottom level of segments. We compare the size of G-Learned
Index with that of GPU-based B-Tree.

Overall, experiments show that given ε = 128, for the four
real-world datasets, G-Learned Index occupies 36 KB, 5.9 MB,
16 MB, and 0.23 KB, thus saving space by 4258×, 528×, 783×,
and 11333×, respectively. In addition, for the synthetic datasets,
G-Learned Index saves 4 orders of magnitudes space on average.
The reason is that segments of the index are compact structures
that take up space sub-linear in the number of keys in a dataset.

Fig. 9. Performance of G-Learned Index with various batch sizes.

To explore the influence of ε on the space savings, we vary
ε from 32 to 128, 512, and 2048 over the eight datasets. The
average space occupancy of G-Learned Index for different ε is
12 MB, 2.7 MB, 604 KB, and 108 KB, resulting in space savings
of 1130×, 1.4e4×, 1.5e5×, and 9.4e4×, respectively. The space
benefits increase along with ε. The reason is that the PLA model
generates segments dependent on choices of ε, which denotes
the tolerance of precision that is allowed when using a segment
to approximate the position of a key. Specifically, as ε increases,
fewer segments are needed resulting in greater space savings.

D. Design Tradeoffs

Batch size analysis: Next, our navigation is concerned with
the effect of different batch sizes, namely the number of queries
completed within a batch. Because a large number of queries
arrive at a close time, we organize these queries at batch granular-
ity. Combining queries into a batch aids in making full usage of
computing cores on GPU. To investigate the effect of batch size
on performance, we vary the batch size from 1 KB to 4096 KB,
and measure the throughput and latency of G-Learned Index.

We show the performance based on various batch sizes in
Fig. 9. We have the following observations. First, the throughput
increases as the batch size grows. When the batch size is less than
512 KB, we can see that the throughput grows steadily. Follow-
ing that, the growth of throughput slows down, indicating that
the utilization of parallel GPU resources is close to saturation,
and there is contention for memory access that arises at high
batch sizes. Second, the latency remains low until the batch
size reaches 512 KB. After that, the newly arrived batch cannot
be processed immediately, and the processing time increases.
Accordingly, there is a noticeable difference in latency after
512 KB. Third, we conclude that properly increasing the batch
size when resources are abundant can increase the throughput
without affecting the latency. We are also interested in deter-
mining the number of queries required to achieve acceleration
over CPU-based methods. G-Learned Index has been shown
to achieve higher throughput for datasets larger than 1e6 when
batch_size is set to 256 or higher. In cases where query batches
exhibit superior latency on CPUs, our system can leverage the
CPU parallel processing engine.
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Fig. 10. Influence of ε on throughput and latency.

Influence of different configurations: We report the influence
from different ε configurations on ten million keys in Fig. 10.
First, we can see that the throughput grows dramatically when
ε increases from 32 to 256. This is because a larger ε leads to
a significant decrease in the number of segments at the bottom
level, which saves a considerable amount of time during data
retrieval and query execution on conciseQuery. Although it takes
more time for binary search on GPU to find the real position
of a key, this time increase accounts for only a small portion
of the total time consumed. When ε is larger than 256, the
throughput does not increase significantly. The reason is that
further increases in ε have less of an impact even as the number
of segments decreases. Additionally, latencies behave in the
opposite direction to throughputs. The latency starts out high for
ε = 32, and gradually decreases until it reaches 256. This is due
to faster query execution when ε becomes larger. The choice of ε
also affects index size. Generally, the space occupancy decreases
as ε increases. If the space occupancy is small enough, the index
can reside in the shared memory to accelerate querying. For
the 1e5 dataset, we can always store the index in GPU shared
memory for ε ≥ 32. For the books dataset, however, ε ≥ 512 is
required for the index structure to reside in the shared memory.

Influence of memory hierarchy: Each GPU features a memory
hierarchy. We can take advantage of the shared memory because
the index structure on the GPU side can be shared and reused
across threads. The index can be fetched from global memory to
shared memory and all the threads in the CUDA block can use the
same index structure in the shared memory. We investigate the
memory hierarchy by explicitly assigning structures of segment
levels for the 1e6 dataset with a varying ε to specific memory
types. We measure the query time and show the performance
results in Table I. Experiments show that storing the index
structures in shared memory outperforms global memory by 5%
to 18%, and up to 7% over constant memory. The reason is that
shared memory, also known as programmer-controlled cache on
the GPU, can provide faster read and write bandwidths. Besides,
the pre-fetch from global memory to shared memory guarantees
a maximum degree of coalescing.

Index construction: As discussed in Section V-A, G-Learned
Index can be built on GPU in parallel. The index construction

TABLE I
QUERY TIME WITH REGARD TO DIFFERENT TYPES OF MEMORIES ON THE

GPU (us)

Fig. 11. Performance of random updates of different methods.

process on GPU of G-Learned Index is much faster than that on
CPU. To construct the 1e7 dataset, for example, the CPU parallel
version of PGM needs 592 ms while G-Learned Index needs only
118 ms. On average, G-Learned Index is 5.54× and 3.05× faster
than PGM (parallel) and ALEX, respectively. Moreover, we find
that the index construction of G-Learned Index on large datasets
exhibits higher benefits. For example, G-Learned Index achieves
8.35× (686 ms against over 5700 ms) speedup in construction
on the “1e8” dataset and 2.28× (2.24 ms over 5.12 ms) on the
“1e5” dataset over PGM.

E. Random Updates

To measure the performance of random updates in G-Learned
Index, we generate a dataset of 1e7 32 b integers from u(0, 232)
and simulate a dynamic scenario where 107 operations are
randomly generated. Operations of insertions, deletions, and
queries are executed in batches of 212. Among these batches,
we vary the proportion of update operations to explore the
performance of G-Learned Index in different situations. We
set ε to 128, and compare G-Learned Index to the dynamic
PGM-index, ALEX, and GPU B-Tree. We show the comparison
results in Fig. 11. The horizontal axis represents the different
proportions of update operations. Fig. 11 shows that G-Learned
Index outperforms PGM, ALEX, and GPU B-Tree by an average
of 32×, 11×, and 1.6× in terms of throughput, respectively.

F. Multidimensional Indexing

We have enabled the G-Learned Index in multidimensional
contexts as well. In this part, we evaluate G-Learned Index
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Fig. 12. Performance of multidimensional indexing on R-Tree and G-Learned Index. Selectivity is defined as a ratio of the number of objects selected to the total
size of the dataset.

on range queries and compare it to R-Tree [55], GPU R-
Tree [56], CR-Tree [57], and COAX [58]. R-Tree is the tra-
ditional spatial index suitable for range queries. GPU R-Tree
is a multi-dimensional indexing R-Tree structure built on GPU
architecture, whereas CR-Tree is a cache-aware R-Tree. COAX
is a learned index for multidimensional data, which learns the
correlation between the attributes of the dataset rather than the
distribution of keys. We compare G-Learned Index with the R-
Tree based multi-dimensional index in terms of throughput and
latency. COAX is used for performance stability comparison.
To create a multidimensional setting, we randomly generate a
spatial dataset with 100,000 two-dimensional objects. We create
500 range queries at random. Each query is given a bottom-left
and top-right corner, and spatial keys within the range are
expected to be retrieved. To gain a comprehensive understanding
of the multidimensional performance of G-Learned Index, we
apply a selectivity parameter to generate range queries. This
selectivity is a fixed value that represents the ratio of the number
of objects chosen in a query to the total size of the dataset.

We report the performance of throughput and latency on
different selectivities in Fig. 12. First, G-Learned Index has
an average throughput of 17.7× 106 queries/s, which is 152×,
8×, 98×, and 16× greater than that of R-Tree, GPU R-Tree,
CR-Tree, and COAX, respectively. Second, G-Learned Index
has a low latency of 0.23 s, which is 159×, 90×, 103×, and
17× lower than that of the R-Tree, GPU R-Tree, CR-Tree,
and COAX. Third, we can see that the G-Learned Index’s
performance behavior is quite stable in terms of both through-
put and latency. This is because the time spent on G-Learned
Index does not increase significantly when selectivity increases.
Specifically, the major time consumption is incurred by indexing
the two corners, and the following asymptotic linear traversal
time of region check makes little difference. It can be seen that
COAX without tree structure is also stable, which verifies our
conclusion. In contrast, the query time of R-tree appears to be
dependent on selectivity, with longer search time as a result
of traversing a larger proportion of the R-tree. That is to say,
R-tree does not guarantee a worst-case time complexity, possibly
O(n log n) where n is the number of keys.

Fig. 13. Performance of different methods.

G. Additional Experiments

G-Learned Index with all data on GPU memory: Following
the same setting in Section VI-B, we show the throughput of
G-Learned Index for the dataset 1e7 where all the index structure
and data are stored on GPU. G-Learned Index can achieve 396×
speedups compared to the PGM-index (and 185× speedups
against its CPU parallel version), and 6.12× speedups against
GPU B-Tree.

Performance without data transfers between CPU and GPU:
Fig. 13 illustrates the throughput and latency of G-Learned
Index when excluding data transfers between the CPU and GPU.
Fig. 13 shows that G-Learned Index can achieve 3050× higher
throughput compared to the PGM-index (and 1880× higher than
its CPU parallel version). The results are useful, especially for
GPU-CPU integrated devices, where the CPU and GPU share
the same memory [59].

Latency breakdown of CPU and GPU: We show the break-
down of the whole latency between the GPU side and the CPU
side in Table II. Through Table II, we can see that the GPU side
takes the majority of jobs and costs over 90% processing time.
For example, the 222 queries can be broken down to a detailed
level for batch size = 1 KB. In detail, the upper layers take
around 12 us (over 90% of the total execution time) for the 1e7
dataset, while the last layer takes less than 2 us.
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TABLE II
LATENCY BREAKDOWN OF CPU AND GPU FOR 1E7

VII. RELATED WORK AND DISCUSSION

This section discusses related work of learned indexes and
traditional indexes on GPU.

Learned indexes: The development, refinement, and appli-
cation of learned indexes have been broadly studied in recent
years [6], [13], [60], [61], [62], [63]. Kraska et al. [6] proposed
the learned index, claiming that indexes are fundamentally
trainable models to output the position of the input key in a
sorted array. Many researchers have focused on improving the
performance of learned indexes [14], [33], [51], [64], [65], [66].
Li et al. [32] and Qu et al. [16] constructed variations and
extensions of RMI by excluding keys that caused large errors
in the array, which are typically called outliers, storing them
in a B-Tree and constructing RMI on the resting non-outliers.
ALEX [33], [67], [68] focused on fitting a linear learned index
into a tree design. In AIDEL [64], RMI is further improved
with guaranteed latency. Xun et al. [69] implemented a simple
index on GPU; however, their work neither supports index
construction and updates, nor does it support range query for
multidimensional index. The application of learned indexes is
another central research topic [15], [70], [71], [72], [73]. By
incorporating learned indexes to the hash table, learned hash is
generated [6], [72]. Another category of learned index appli-
cation is the learned bloom filter. Kraska et al. [6] and Macke
et al. [74] used a binary classifier to replace the Bloom filter, and
Mitzenmacher [60] provided a detailed analysis of the model
size. Dai et al. [70] modified the learned Bloom filter using
a predicted probability score. Other researchers used learned
indexes to solve the heavy hitter problem. Hsu et al. [71] applied
the learned indexes to the frequency estimation problems, and
Zhang et al. [75] used machine learning to acquire important
input patterns and proposed the Learned Augmented Sketch.

Traditional indexes on GPU: There is a large body of lit-
erature that addresses index structures on GPU. Many efforts
have been made to improve both the traditional B-Tree and
its variant, the B+-Tree [7], [8], [9], [76]. Awad et al. [7]
and Kaczmarski [8] optimized the performance of B-Tree and
B+-Tree on GPU. When queries arrive, the GPU B-Tree family
uses different searching methods – completing a search query
in a single thread [8], or locating a key by fetching all keys in
a page in parallel to leverage GPU bandwidth [7]. G-Learned
Index has different designs. First, G-Learned Index features a
different model structure from GPU B-Tree. While G-Learned
Index uses machine learning models as sub-components in the
index to form a Directed Acyclic Graph (DAG), GPU B-Tree
features nodes constructed as a tree. Second, G-Learned Index
delves into the intricate relations of the influences of different

parameters and tunes the model to achieve optimal performance.
Specifically, we have parameters like ε to balance the model
levels and additional search overhead. Third, G-Learned Index
encapsulates further optimizations that exploit the collabora-
tion between threads, such as the lookahead strategy. Other
studies have been concerned with GPU performance gains us-
ing different index structures [18], [77], [78], [78], [79]. Liu
et al. [80] proposed a lock-free parallel solution for the T-Tree,
and GPU LSM [18] is implemented with a dynamic dictionary
data structure for GPU using a set of sorted arrays. Lopresti
et al. [77] developed a GPU permutation index for similarity
search on databases with different data distribution, and Zhou
et al. [81] succeeded in supporting batch queries. Attempts have
also been made on GPUs to parallelize multidimensional index
structures [17], [82], [83]. For example, G-Tree is a GPU-aware
parallel R-Tree indexing method proposed by Kim et al. [83]. It
combines the efficiency of the R-tree with the massive parallel
processing power of the GPU. GPU R-Tree, implemented by
You et al. [17], offers consistent and stable performance in
high-dimensional space.

Discussion: First, one limitation of this work is its focus
on PGM-index, while there may be acceleration opportunities
in other learned index structures for GPUs, which we leave
for future exploration. Second, our current system, G-Learned
Index, is designed for the CPU-GPU heterogeneous platform,
but there may be potential opportunities on other devices such
as TPU. This suggests that additional architectural designs will
be necessary to account for the properties of TPUs. Third, the
current CPU database stores data on the CPU end. When con-
sidering a point query, a performance model may be necessary
to maximize the benefits of G-Learned Index against the data
transfer cost between different devices.

VIII. CONCLUSION

This paper proposes an efficient GPU-based learned index to
enable efficient learned indexes on GPUs. This paper shows how
learned indexes have been materialized on GPUs, and discusses
the primary challenges in applying GPU in learned indexes. This
is addressed by efficient performance-guided bandwidth utiliza-
tion, optimizations of multi-thread organization, and memory
dependency removal of the upper layers following the hetero-
geneous model accompanied with pre-trained parametric selec-
tion and on-the-fly strategy adaptation. Moreover, we provide
a library to help users adopt our work in GPU-based data
management systems. G-Learned Index achieves an average of
174 × speedup over the state-of-the-art method (and 107 ×
of its parallel version). It is also worth noting that compared
to GPU-based B-Tree, G-Learned Index saves 4 × query time
and takes up two orders of magnitude less space occupancy.
These experiments show that using GPU in conjunction with
machine learning in the index of database systems has tremen-
dous promise.
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